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A B S T R A C T

Optical coherence tomography angiography provides a non-invasive visualization method for retinal micro-
vascular structure. The signal-to-noise ratio and contrast of OCTA images are crucial to distinguish fine capillary 
networks and depict avascular areas in the retina. In recent years, research on OCTA algorithms has made sig-
nificant progress in improving image quality. However, there are still some shortcomings. This study proposes an 
angiography algorithm with frequency domain scale decorrelation fusion by processing and analyzing OCTA 
images. By analyzing the energy distribution at the frequency domain scale, static background and dynamic 
blood flow signals can be more accurately distinguished. Through decorrelation at the frequency domain scale, 
the change of frequency components can be used to enhance the detection of blood flow signals and distinguish 
blood flow signals from static tissue signals. The results of simulation experiments and in vivo experiments show 
that the phase-compensated differential angiography algorithm with frequency domain scale decorrelation 
fusion proposed in this paper not only optimizes the signal-to-noise ratio and contrast of the image, but also 
effectively reduces noise interference, providing more reliable imaging data support for clinical use.

1. Introduction

Since its initial introduction in the early 1990s, Optical Coherence 
Tomography (OCT) has evolved into a non-invasive [1], high-resolution 
three-dimensional imaging technique widely used in various fields such 
as ophthalmology [2–7], cardiology [8,9], and dermatology [10–12]. An 
important branch of OCT, Optical Coherence Tomography Angiography 
(OCTA), uses erythrocytes as contrast agents to visualize vascular net-
works [13], providing a non-invasive visualization method for retinal 
microvascular structures. It delivers detailed images of retinal vessels 
and plays a crucial role in the diagnosis of several eye diseases, including 
diabetic retinopathy [14–17], age-related macular degeneration (AMD) 
[18–21], retinal vein occlusion [22], and glaucoma [23,24]. Further-
more, this capability makes it critically important for the early diagnosis 
of several eye diseases and for tracking disease progression [25].

Despite providing a non-invasive option for retinal angiography, the 
image quality of OCTA is still influenced by various factors, such as 

speckle noise and insufficient signal decorrelation [26]. To address these 
limitations, researchers have developed numerous algorithms aimed at 
enhancing the quality of angiography. The development and optimiza-
tion of angiography algorithms are currently prominent topics in OCTA 
research. Wang et al. proposed an optical microangiography algorithm 
(OMAG) [27,28] that performes differential operations on complex OCT 
signals obtained from adjacent B-scans at the same location. This 
approach incorporats both the phase and amplitude components of the 
OCT signals into the calculation of blood flow signals, thereby enabling 
the detection of detailed blood flow and vascular network images and 
being more sensitive to slow blood flow [29]. The differential phase 
standard-deviation (DPSD) algorithm developed by Weisong Shi et al. 
[30], which utilizes the variance in log-scale intensity difference images 
from consecutive B-scans in the depth direction, enhances the contrast 
for blood flow, effectively improves the detection capability for 
low-speed blood flow, especially at the capillary level. Wanrong Gao 
et al. proposed a differential standard deviation of log-scale intensity 
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(DSDLI) [31] algorithm that generates en-face angiography by calcu-
lating the standard deviation of differential log-scale intensities within a 
specific depth range, improving both the spatial resolution and the 
signal-to-noise ratio (SNR) of the images. Jia et al. developed 
Split-Spectrum Amplitude-Decorrelation Angiography (SSADA) [32] 
which combines the split-spectrum method with amplitude decorrela-
tion to enhance the contrast of the vascular system, thus maintaining 
lateral resolution while optimizing the SNR. Mariampillai et al. pro-
posed the speckle variance OCT (SVOCT) algorithm [33,34], which 
treats the OCT signals as a kind of speckle, where the intensity of the 
speckle caused by flow is different from that caused by static tissue [35]. 
By calculating the spot variance signals between B-scans, they more 
accurately detected microvascular blood flow, significantly improving 
the sensitivity and image quality of the blood flow signals. Blatter et al. 
exploited changes in optical path length [36], where the intensity sig-
nals of the retinal data collected by the system was changed by the 
movement of red blood cells. By processing consecutive intensity to-
mograms, they proposed an angiography algorithm that calculates the 
squared intensity difference between consecutive tomograms (PID) 
[37]. Even minor axial displacements of red blood cells yield detectable 
changes in intensity, allowing methods based on intensity signals to 
capture a broader dynamic range of flow velocities. With the techno-
logical advancements, the quality of OCTA images has significantly 
improved, allowing physicians to distinguish fine capillary networks 
and clearly delineate the avascular zone in the retina. However, 
providing OCTA images with higher SNR and greater contrast remains 
an important task in current research [38].

This paper proposes a Phase Compensated Differential Interference 
Frequency Scale (PCD-DIFS) algorithm, which analyzes the energy dis-
tribution across the frequency scale to more accurately differentiate 
between static background signals (tissue information) and dynamic 
blood flow signals. In frequency domain scale information, low- 
frequency components typically correspond to slowly changing parts 
within the image, representing static tissue information changes be-
tween different B-scans in OCTA data; high-frequency components 
typically correspond to rapidly changing parts, representing blood flow 
signals in OCTA data induced by blood movement between different B- 
scans. Therefore, reconstructing images between different B-scans in the 
frequency domain for angiography can effectively suppress background 
signals. By decorrelating in the frequency domain, the variation in fre-
quency components can be used to enhance the detection of blood flow 
signals, distinguishing blood flow signals from static tissue signals, and 
improving the SNR and contrast of OCTA images. Applied to retinal 
OCTA imaging, this algorithm verifies its performance advantages in 
retinal angiography.

2. Methods

2.1. Theory of PCD-DIFS

We propose a Phase Compensation Differential for Decorrelation 
Information Fusion in Frequency Domain Scale (PCD-DIFS) algorithm 
based on frequency domain scale decorrelation information fusion for 
optical coherence tomography angiography (OCTA), which enhances 
the SNR of OCTA images, suppresses tissue information in OCTA images, 
and improves the detection capabilities for microvasculature. The 
principle is as follows:

The interference signals are acquired using a high-speed, high-reso-
lution, broadband near-infrared OCTA system according to the scanning 
protocol described in the previous section. Subsequently, the interfer-
ence signals undergo Fourier transformation to produce three- 
dimensional OCTA data, which the PCD-DIFS algorithm is applied. 
Fig. 1 illustrates the data processing workflow of the PCD-DIFS 
algorithm.

Initially, the n and n + 1 scan images at position k (k = 1,2,3, …, K) 
are selected from all 3D OCTA data, where n ranges from 1 to N, the 

number of repeat scans at position k. Image reconstruction is then per-
formed using the data from the n B-scan and the n + 1 B-scan. Respi-
ratory or cardiac motion can cause phase shifts, necessitating the 
calculation of phase offsets for alignment, represented as: 

Ci,j,n+1 = Bi,j,n+1B*
i,j,n (1) 

where B and C respectively represent the original 3D data and the 3D 
data obtained by complex conjugate multiplication of the n B-scan data 
with the n + 1 B-scan data. i represents the pixel index in the A-scan 
depth direction, j represents the pixel index in the fast-axis B-scan di-
rection, and n represents the index of the repeat scan at position k.

The complex phase offset φ in the j direction is calculated for the 
obtained C data, where M is the number of pixels in the depth of the A 
scanning direction. The calculation formula is as follows: 

φ = −
1
M

tan− 1

⎛
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⎝

Im
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i=1
Ci,j,n+1
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(2) 

Fig. 1. PCD-DIFS algorithm flow chart.
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Bʹ
i,j,n+1 = Bi,j,n+1 exp(iφ) (3) 

B’ represents the phase-compensated complex data, correcting for 
phase changes caused by object movement. The temporal decorrelation 
differential data can be obtained by the formula: 

Tangioi,j,k =
1

N − 1
∑N− 1

n=1

⃒
⃒
⃒Bʹ

i,j,n+1 − Bi,j,n

⃒
⃒
⃒ (4) 

T represents the average amplitude of the temporal decorrelation 
phase compensation differential data between the N scans at position k, 
highlighting changes especially dynamic information in the blood flow 
signals, and emphasizing areas with strong blood flow signals.

In the frequency domain, low-frequency components typically 
correspond to slowly changing parts within the image, representing 
static tissue information changes between different B-scans in OCTA 
data; high-frequency components generally correspond to rapidly 
changing parts, representing changes caused by blood flow between 
different B-scans. Image reconstruction between different B-scans in the 
frequency domain scale can thus produce images that suppress back-
ground tissue signals. Computation process is as follows: 

Fu,v,w = FFT
(
Bi,j,n

)

Fu,v,w+1 = FFT
(
Bi,j,n+1

)
(5) 

Perform a dual Fourier transform on the data from the nth B scan at 
position k and the data from the n + 1 B scan to extract the frequency 
domain scale information. F represents the frequency domain scale data 
after the Fourier transform of the original B data, and u, v, and w 
correspond to i, j, and n respectively. 

φʹ = −
1
U

tan− 1

⎛

⎜
⎜
⎜
⎝

Im
(
∑U

u=1
Fu,v,w+1

)

Re
(
∑U

u=1
Fu,v,w+1

)

⎞

⎟
⎟
⎟
⎠

(6) 

The frequency domain scale phase offset φ′ in the v direction is 
calculated for the obtained F data, where U is the index of the frequency 
domain scale data F in the first dimension. 

F,

u,v,w+1 = Fu,v,w+1 exp(iφʹ) (7) 

F’ represents the frequency domain scale data after phase compen-
sation in the frequency domain scale, and the frequency domain scale 
decorrelation differential data is obtained by the formula: 

Pangioi,j,k=
1

W − 1
∑w− 1

w=1

⃒
⃒
⃒
⃒
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P represents the frequency domain scale data after decorrelation 
phase difference, and finally the PCD-DIFS data can be represented as: 

Iangioi,j,K =
∑K

k=1

Tangioi,j,k + Pangioi,j,k

2
(9) 

I is the final output data fusing temporal and frequency domain scale 
decorrelation phase difference information.

By iteratively processing data at all k positions, all acquired data can 
be computed, and the amplitude of all data projected in the depth di-
rection produces the OCTA en-face projection image.

This paper uses five other algorithms (OMAG, DPSD, DSDLI, SVOCT, 
PID) to calculate angiographic images on the same OCTA dataset for 
comparison. The dynamic signals of these five methods are expressed as: 

OMAGi,j =
1

N − 1
∑N− 1

n=1

⃒
⃒
⃒Bʹ

i,j,n+1 − Bi,j,n

⃒
⃒
⃒ (10) 

DLi,j,n = Li,j,n+1 − Li,j,n (11) 

DSDLIi,j,n =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
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DPSDi,j,n =
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SVOCTi,j =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
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PIDi,j,k =
∑K

k=1

(
20 log

(
|Bʹ

i,j,n|)− 20 log
( ⃒
⃒Bi,j,n+1

⃒
⃒
))2

(15) 

where, Li,j,n+1 represents the logarithmic scale structure image of Bí,j,n+1, 
Li,j,n represents the logarithmic scale structure image of Bi,j,n, L and i0 +

L − 1 represent the starting point and end point of a given depth, that is, 
a pixel window of size L; Pi,j,n is the differential phase image of the data 
after phase offset compensation, Pí,j,n is the phase difference image after 
removing random noise.

2.2. OCTA imaging systems

The raw data were acquired at an A-scan rate of 250 kHz using a 
spectral domain OCT (SD-OCT) system developed in our laboratory 
[39], as shown in Fig. 2.

A superluminescent diode (SLD) light source and a high-speed line 
scan camera (Octoplus, e2v, Teledyne, UK) were used. The central 
wavelength of the system was 853.5 nm, the spectral width was 145 nm, 
the axial resolution of the system was actually measured to be 2.3 μm, 
the roll-off was 5.7 dB at 1.2 mm, and the roll-off was about 11.88 dB at 
2 mm. When the A-scan rate was 250 kHz, the detection sensitivity was 
99.95 dB.

3. Result

3.1. Evaluation indicators

In order to quantitatively compare the performance of PCD-DIFS 
with other algorithms, the following common indicators are used for 
evaluation. The SNR and contrast-to-noise ratio (CNR) of dynamic blood 
flow signals and static signals are calculated [30]. The specific calcula-
tion formula is as follows: 

SNR = 20 log
(

Mflow

σstatic

)

(16) 

Fig. 2. The High-speed OCTA system. SLD: super luminescent diode; FC: fiber 
coupler; PC: polarization controller; L1, L2: collimating lens; ND: neutral den-
sity filter; DC: dispersion controller; M: mirror; FL: focus tunable lens; GM: two- 
dimensional scanning galvanometer; L3: achromatic doublet lens; L4: two 
achromatic doublet lens.
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CNR =
Mflow − Mstatic

σstatic
(17) 

Where Mflow represents the average value of the selected blood flow 
signal area, Mstatic represents the average value of the selected static 
signal area, and σstatic represents the standard deviation of the selected 
static signal area. SNR represents the SNR of the image. The larger the 
value, the better the image quality. CNR represents the contrast-to-noise 
ratio, where larger values indicate reduced background noise and 
enhanced image quality.

3.2. Animal preparation

In the retinal imaging experiments, healthy 8-week-old male black 
mice (C57BL/6) were selected for OCTA imaging. The experimental 
procedures were approved by the school ethics committee (approval 
number 240008). All animal care and experimental procedures adhered 
to ethical standards. The mice were fixed on the experimental table and 
anesthetized continuously with an anesthesia mask. The isoflurane 
concentration in the anesthesia mask ranged from 2 to 3 %, and the 
oxygen flow rate was maintained at 150–250 mL/min. Tropicamide (1 
%) eye drops were given to dilate the pupils, and eye drops were used to 
keep the eyes moist during the experiment. A heating pad was used to 
maintain the body temperature of the mice during the experiment.

3.3. Computational complexity

To comprehensively evaluate the computational efficiency of the 
method proposed in this study, we conducted a comparative analysis of 
the computational complexity of various algorithms. Computational 
complexity is a fundamental theoretical metric for assessing algorithmic 
performance. It primarily includes two aspects: time complexity and 
space complexity, which describe the amount of computational re-
sources required by an algorithm as the input size scales. Big-O notation 
is commonly used to represent these complexities.

After importing the data using a standardized procedure, the theo-
retical computational complexity is derived based on the core processing 
steps of each algorithm by analyzing the types of operations involved, 
decomposing each module into its basic operations, and expressing the 
overall complexity using Big-O notation. The results are summarized in 
Table 1T denotes the number of scanning positions; F represents the 
total number of B-scans, calculated as the number of scanning positions 
multiplied by the number of repeated scans at each position; A is the 
number of A-scans per B-scan; D denotes the image reconstruction 
depth; ND refers to the sliding window size in the DPSD algorithm; and 
NL is the sliding window size in the DSDLI algorithm.

According to the complexity analysis, the time complexity of most 
algorithms is primarily dominated by the Fourier transform and per- 
frame processing. Both OMAG and PID exhibit time complexity of O 
(T⋅F⋅A⋅D). In contrast, DPSD and DSDLI introduce sliding windows into 
their processing pipelines, leading to increased time complexity of O 
(T⋅F⋅A⋅D⋅ND) and O(T⋅F⋅A⋅D⋅NL), respectively. SVOCT involves a 
squared term in the number of B-scans, resulting in a complexity of O 
(T⋅F2⋅A⋅D), while the proposed PCD-DIFS algorithm has a time 
complexity of O(T⋅F⋅A⋅D⋅log(A⋅D)) due to the use of two-dimensional 
Fourier transforms. In terms of space complexity, all algorithms 

exhibit similar memory requirements, primarily determined by the need 
to store frame data and intermediate results. Thus, the memory footprint 
increases linearly with T, A, and D.

Although the PCD-DIFS algorithm has slightly higher time 
complexity than other methods, it offers a key advantage by concen-
trating image processing in the frequency domain via two-dimensional 
Fourier transforms. This allows for more efficient extraction of image 
features and finer detail preservation. Compared to traditional one- 
dimensional Fourier transforms, 2D transforms process both horizontal 
and vertical frequency components simultaneously, making them 
particularly suitable for image reconstruction and noise reduction. 
Moreover, since the space complexity of PCD-DIFS remains comparable 
to that of other algorithms, it enables more sophisticated frequency- 
domain operations without significant additional memory consumption.

3.4. In vivo retinal images

In order to compare the performance of the algorithms more spe-
cifically, the left area in the optic nerve head of healthy mice was 
scanned to test the performance of the PCD-DIFS algorithm. The sys-
tem’s Aline scanning frequency was set to 250 kHz. In order to better 
demonstrate the contrast between blood vessels and background and 
calculate the signal-to-noise ratio, the scanning protocol was set to: Nrep 
= 4, △T = 4 ms, that is, the number of Alines per frame was 200, ΣA- 
line = 0.31 μm− 1. The six algorithms were all performed on the same 
OCT data. Fig. 3 shows the angiography images of the six algorithms at 
the same B-scan position with the same data set.

By comparing Fig. 3, it can be observed that PCD-DIFS obtains the 
best vascular signal intensity on the B-scan image and suppresses the 
retinal tissue background well. Compared with DSDLI, SVOCT and PID, 
the retinal tissue background area is better suppressed, and stronger 
signals are shown at the location of the blood vessels. A vertical line is 
drawn in the same area (red line area), and the signals within this region 
are extracted and illustrated in Fig. 3(g), with the signal intensity of the 
tissue-free area aligned to the average value. It can be observed from the 
vascular intensity signals at the same position that PCD-DIFS obtains the 
highest intensity signal at the vascular position. At the same time, in the 
tissue background area, PCD-DIFS exhibits the smallest fluctuation and 
more effectively suppresses background noise.

In the optic nerve head area, we selected a rectangular area con-
taining capillaries (red rectangle). Through the analysis of the local 
magnified image, we can clearly observe the significant advantages of 
the PCD-DIFS algorithm in suppressing image artifacts and background 
signals, as shown in Fig. 4. This algorithm can effectively reduce the 
interference of background noise on capillary signals, thereby present-
ing the details of the vascular structure more clearly. In contrast, other 
algorithms exhibit varying degrees of deficiencies when processing 
capillary areas.

The OMAG algorithm displays significant artifact noise in the back-
ground tissue area, which will mask part of the vascular signals and 
affect the visualization of the vascular signals, as shown in Fig. 4(b). The 
DPSD and DSDLI algorithms are prone to artifacts in areas with dense 
capillaries, resulting in the inability to fully display the details of the 
capillary signals, as shown in Fig. 4(c) and (d). The presence ofthess 
artifacts weakens the SNR of the images and reduce the resolution of the 
blood vessels. In addition, there is obvious stripe noise in the image of 
the SVOCT algorithm. The noise interferes with the expression of 
capillary signals, destroying the continuity and detail of the capillary 
structure, as shown in Fig. 4(e). Although the PID method can extract 
capillary signals to a certain extent, there are still obvious ghosts in the 
angiography it generates, which affects the authenticity and recogniz-
ability of the capillary signals, as shown in Fig. 4(f). Through the 
comparative analysis of local capillary detail images, the superiority of 
the PCD-DIFS algorithm can be fully demonstrated. It can more effec-
tively suppress artifacts and noise in background tissue, while reducing 
the interference of stripe noise on vascular signals. Such performance 

Table 1 
Comparison of computational complexity.

Algorithm Time Complexity Space Complexity

OMAG O(T⋅F⋅A⋅D) O(A⋅F⋅D)
DPSD O(T⋅F⋅A⋅D⋅ND) O(A⋅F⋅(D− ND))
DSDLI O(T⋅F⋅A⋅D⋅NL) O(A⋅F⋅(D− NL))
SVOCT O(T⋅F2⋅A⋅D) O(A⋅F⋅D)
PID O(T⋅F⋅A⋅D) O(A⋅F⋅D)
PCD-DIFS O(T⋅F⋅A⋅D⋅log(A⋅D)) O(A⋅F⋅D)
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makes the PCD-DIFS algorithm have significant advantages in 
improving the display of capillary details and improving the SNR and 
contrast of images. This ability not only helps to analyze capillary 
structures more accurately, but also provides more reliable data support 
for the research and diagnosis of ophthalmic diseases.

In the green area in Fig. 4, a total of 2250 pixels were extracted, 
including 870 pixels from the capillary area and 1380 pixels from the 
background tissue area. By analyzing the intensity distribution of these 
pixels, an intensity map is drawn as shown in Fig. 5. It can be observed 
from the local area intensity map that the PCD-DIFS algorithm performs 
well in the capillary area, achieving a SNR of 23.35 dB, the highest 
among the six algorithms. The pixel signal intensity in the capillary area 
has achieved the best value, which is significantly higher than that of 
other algorithms. Additionally, the fluctuations in the intensity signals 
within the background tissue area is smaller, indicating that PCD-DIFS 
can more effectively balance the relationship between signal enhance-
ment and noise suppression. Although the OMAG and DPSD algorithms 
have lower mean signal intensity in the background tissue area and show 
stronger background noise suppression ability, this also leads to a 
greater loss of signal intensity in the capillary area, rendering them less 
effective for extracting microvascular signals compared to the PCD-DIFS 
algorithm. Through the analysis of the intensity map of the local area, 
provides a more intuitive representation of the performance differences 
among the algorithms in the capillary area, further highlighting the 
PCD-DIFS algorithm’s superior ability to enhance vascular signals while 
suppressing background noise, making it a better choice for improving 
the capillary signal intensity value and suppressing the background 

tissue signal.
Fig. 6(a)–(f) shows the frontal projection images generated by the 

retina of the six algorithms. The red area denotes the selected vascular, 
and the blue area indicates the background tissue, which is used to 
calculate the SNR and CNR of the local area. The global threshold is 
automatically determined using the Otsu method to segment the global 
blood vessels from the background tissue. The threshold is then applied 
to the grayscale image of the frontal projection of the retina to perform 
binarization, resulting a binary image where white (value 1) represents 
the vascular area and black (value 0) represents the background area. 
The mean and standard deviation of the signal intensity for the vascular 
area and the background tissue area are calculated respectively, and the 
global SNR and CNR are calculated. The SNR and contrast statistics for 
the local and global areas are shown in Fig. 6(g). In terms of the local 
capillary SNR, PCD-DIFS achieves the best SNR and contrast, with an 
SNR of 25.31 dB, which is 3.54 dB higher than the average of the other 
five algorithms, as well as a CNR of 13.19 dB, which is 1.15 dB higher 
than the average of the other five algorithms. In the capillary area, the 
PCD-DIFS algorithm can better enhance the capillary signal intensity, 
while suppressing signals from the retinal tissue, thereby better 
improving the contrast between the vascular area and the background 
tissue area.

Fig. 3. Bscan signal intensity comparison chart. (a) OMAG. (b) DPSD. (c) 
DSDLI. (d) SVOCT. (e) PID. (f) PCD-DIFS. (g) Blood vessel intensity signals at 
the same location (red line) (a)~(f) share the same scale bar.

Fig. 4. Local detail of retinal images. (a) Frontal projection image of the optic 
nerve head. (b) OMAG. (c) DPSD. (d) DSDLI. (e) SVOCT. (f) PID. (g) PCD-DIFS.
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Fig. 7 shows the frontal projection of the retina in the mouse optic 
nerve head area. A comparison of these images revealed that the 
vascular area signal extraction from DPSD, DSDLI and OMAG images 
showed a degree of unevenness, resulting in reduced visualization of 
blood vessels in the foveal area. Both SVOCT and PID performed poorly 
for the signal intensity of microvessels. PCD-DIFS can achieve better 
contrast and better extract vascular signals for both capillary and large 
blood vessel areas. The global SNR and contrast of the optic nerve head 
area were calculated for quantitative comparison, and the results are 
shown in Fig. 7(g) and (h). Compared to the OMAG algorithm, the SNR 
of PCD-DIFS imaging results increased by an average of 1.77 dB and the 
CNR increased by an average of 0.87 dB.

4. Conclusion

In recent years, research on OCTA algorithms has made significant 
strides in the image analysis of fundus diseases. This study explored the 
application of the PCD-DIFS with frequency-domain scale decorrelation 
information fusion in OCTA by processing and analyzing OCTA images. 
This approach has significantly improved the SNR and contrast of the 
images, while suppressing background tissue information, thereby 
enhancing the visualization of vascular signals, and improving the ac-
curacy of lesion detection.

By comparing and analyzing the performance of various algorithms, 
the results indicate that PCD-DIFS has significant advantages in vascular 
signal extraction and background noise suppression. In B-scan images, 
the PCD-DIFS algorithm can achieve the highest vascular signal intensity 
and effectively suppress the background noise from retinal tissue. At 
vascular locations, the signal intensity of PCD-DIFS is significantly 
higher than that of other algorithms, while in the background area, its 
volatility is the lowest, showing a stronger ability to suppress back-
ground noise. In addition, in detailed images of the capillary area, the 

PCD-DIFS algorithm effectively reduces the interference from artifacts 
and streak noise, resulting in a clearer representation of vascular signals.

PCD-DIFS demonstratedthe best performance in both local and 
global SNR and CNR analyses of mouse retinal frontal projection images. 
In the local capillary region, PCD-DIFS achieved an SNR of 25.31 dB and 
a CNR of 13.19 dB, which were, on average, 3.54 dB and 1.15 dB higher, 
respectively, than the other five algorithms. In addition, PCD-DIFS 
performed better than other algorithms in the optic nerve head area. 
The vascular area signal extraction from DPSD, DSDLI and OMAG im-
ages exhibited a degree of inhomogeneity, resulting in reduced visual-
ization of blood vessels in the foveal area. Furthermore, SVOCT and PID 
demonstrated poor performance regarding the signal intensity of 

Fig. 5. Signal SNR curve of the local (green rectangular box) signals of the 
retinal image. (a) OMAG. (b) DPSD. (c) DSDLI. (d) SVOCT. (e) PID. (f) 
PCD-DIFS.

Fig. 6. Retinal images and comparison of local and global signal intensity. (a) 
OMAG. (b) DPSD. (c) DSDLI. (d) SVOCT. (e) PID. (f) PCD-DIFS. (g) Comparison 
of local and global SNR and CNR intensity. (a)~(f) share the same scale bar.
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microvessels, whereas PCD-DIFS can better improve the SNR and 
contrast of the vascular area by enhancing the vascular signal and 
suppressing the background artifacts. The results indicate that compared 
to the OMAG algorithm, the PCD-DIFS algorithm has an average SNR 
increase of about 1.77 dB and a CNR increase of about 0.87 dB in the 
optic nerve head area. Compared to the other five algorithms, PCD-DIFS 
algorithm has an average SNR increase of about 3.53 dB and a CNR 
increase of about 2.75 dB in the optic nerve head area.

The in vivo experimental results demonstrate that, compared to 
traditional methods, the PCD-DIFS algorithm not only optimizes the SNR 
of the image, but also effectively reduces noise interference, thereby 
providing more reliable imaging data for clinical use. Based on the 
above results, the PCD-DIFS algorithm effectively improves the 

extraction ability of blood flow signals while suppressing background 
tissue and artifact noise through the introduction of decorrelated in-
formation fusion at the frequency domain scale. This improvement not 
only elevates the quality of OCTA images, but also provides a reliable 
method for the accurate detection of microvascular signals. The algo-
rithm holds substantial clinical application potential for the diagnosis 
and grading evaluation of complex lesions, while simultaneously pre-
senting new research ideas and directions for the advanced application 
of OCTA imaging technology in the medical field.
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